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Appendix: Showing Results applying PCA with and without Feature Scaling
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Finding: Using Feature Scaling in conjunction with PCA is only useful for Support Vector Classifiers. And also there only in a limited way, since PCA still does 
not improve performance significantly.


	images.vsd
	system_architecture
	feature_selection
	data_leakage
	pca_w_vs_wo_scaling


